The ISODATA  Algorithm

This note explains how the ISODATA algorithm works. 

(1)
It uses a distance measure, dI, derived from an assumed multi-variate Gaussian distribution, for which the PDF of class i, 1
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, assuming M classes, is given by:


p{x | i} =  
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(1)


Here x  is a  P-vector, containing the values in the P input channels, (i is the mean vector for class i, 
[image: image4.wmf]i

C

 is the covariance matrix of class i and 
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 denotes determinant..

(2) A pixel is assigned to the class with highest likelihood. Since the log is a monotonic function, we can therefore maximise ln (p{x | i}), which is equivalent to minimising over i
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(2)

(3)
Assume that the image contains N pixels, and that the pixels are labelled by n, 
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 At a given iteration, the pixels assigned to class i in the image are defined by their pixel locations 
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. Denoting the number of pixels in class i as 
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, we can estimate the class means and covariances as
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(4)

(4) At each iteration, the current labelling is used to calculate the means and covariances, using (3) and (4). Each pixel in the image is then reassigned to a class by minimising the distance measure (2). The process stops at a fixed number of iterations or when the proportion of pixels changing class falls below a fixed threshold (or possibly when the proportion of pixels in each class which changes classes falls below a threshold).


(5)
Initialisation is important. One approach is to assign pixels to a class randomly. That is the most non-committal approach, assuming no knowledge of likely clusters. Instead, we initially partitioned the pixels by splitting the range of coherence in the image into M equal intervals, as we know coherence is a major information source. However, we can see why there will be a problem if in the initial partition there is a minority class. Then in the calculations (3) and (4) there will not be enough pixels in this class to significantly perturb the statistics of the majority class. Hence the minority class can never establish its separate identity. To prevent this we should seed the process with prior knowledge, i.e., set up the initial partition to reflect our understanding of the portions of the (-JERS plane or (-JERS-ERS volume which can be occupied by various physical classes. This is essentially what Thuy's note on classification tells us how to do. (The following note shows the results when we seed the 'water' class in the initialisation.)

(6)
This procedure assumes Gaussian classes, and deals correctly with joint probabilities in this context. Our results show that both JERS and ERS affect the classification, unlike a pure coherence-based approach. The structure is in a form directly suitable for 

(i) 
cleaning by ICP 

(ii) 
probability of error calculations, by which we can derive the change in intrinsic error in going from say 4 to 5 classes. 


However, these calculations will be badly in error if any of the observed class histograms depart significantly from Gaussian (for example, if they are bimodal). Hence additional diagnostics would be wise if it is to be used for error calculations.

(7) We are currently thinking that the whole process can be made automatic, i.e., remove the need to examine scattergrams and all operator intervention. We need to identify how to set up the initialisation automatically, by physical reasoning tied to global image properties like the range of values of coherence (i.e., adapt to the coherence spread, as in Wolfgang’s approach, but build in knowledge about the other channels). This initialisation could readily be made conditional on, for example, the season in which the data were acquired. Then let the ISODATA algorithm run. 
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