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This note provides a brief discussion of filtering issues in SIBERIA. It is not meant to be definitive and I would welcome comments.





Why filter?


Filtering can fulfil two main roles:


Improvement in visual appearance.This is not particularly relevant in SIBERIA except when it improves the sharpness of features and hence one’s ability to register images.  For radiometric analysis using a polygon based approach it is definitely better NOT to filter beforehand, but to work from the original data.


As a precursor to classification. Filtering is likely to be an essential step in our adopted classification strategy.





How to filter?


We have Tandem data and both ERS and JERS data. At the test sites we have multitemporal ERS and JERS data but not in the full map production. 


We can use two sorts of filtering:


multi-channel intensity filtering when we have two or more registered images of the same scene


spatial filtering in each channel





Multi-channel intensity filtering makes use of the general result that speckle is minimised for each of M channels (as measured by normalised variance, i.e., reciprocal of equivalent number of looks [ENL] or squared coefficient of variation) by forming the expressions


� EMBED Equation.2  ���   k = 1, ..., M


where the transpose of the vector � EMBED Equation.2  ��� is given by


� EMBED Equation.2  ���.


Here


� EMBED Equation.2  ���


is the vector of mean intensities and 


� EMBED Equation.2  ���


is the covariance matrix of intensity between the channels. Both � EMBED Equation.2  ��� and � EMBED Equation.2  ��� need to be estimated locally. This procedure therefore takes as input M images and outputs M speckle-reduced images.


As an example, consider a Tandem pair combined with an image gathered elsewhere in the 35 day repeat cycle. We can assume that over vegetated areas, such as are predominant in SIBERIA, the only significant correlations occur between areas in the Tandem pair of images. (This needs to be checked, particularly in the clear-cut areas.) In this case, the covariance matrix of intensity has the form


� EMBED Equation.2  ���� EMBED Equation.2  ���





and 


A = � EMBED Equation.2  ���� EMBED Equation.2  ���


where r is the correlation coefficient of the two Tandem intensity images. This can be calculated directly from the coherence, � EMBED Equation.2  ���, since  � EMBED Equation.2  ���.  However, notice that the bias in the estimate of � EMBED Equation.2  ��� will carry across to a bias in r.


If  r = 0, the filter reduces to the simple general expression for uncorrelated channels:





� EMBED Equation.2  ���   k = 1, ..., M


with, in this case, M = 3.





Notice that, in principle, this form of filtering does not reduce the spatial resolution, but the need to estimate local parameters does lead to loss of resolution. Hence the filtering needs to be made spatially adaptive using methods described in [1, 2]. The advantage of this form of filtering is that it makes a big relative impact on the spread in the estimated intensity without much effort.





Notice, also, that the result does not require data from the same sensor or with the same number of looks, hence ERS and JERS data can be combined. (I have some  difficulties with this result - despite it following easily from the analysis - and may return to it.)





It is unlikely that the temporal filtering will yield sufficient ENL for classification purposes (see next section), so that  spatial filtering will also be required. Unless there is evidence of texture at the scale of the spatial processing window, the most appropriate form of filter is simple averaging (see [1]), but again made spatially adaptive. Texture at the window scale is unlikely for either ERS or JERS, but this needs to be checked.





How much to filter?





The decision about the size of the filtering windows needs to be based on the data analysis and the classification approach. What we hope  is that the analysis will indicate significant clustering in feature space from which we can derive the allowable uncertainty in each parameter to provide an acceptable error rate in classification. This determines the necessary ENL. (Notice that I’m including the coherence in this discussion, although the analysis above was only concerned with filtering using the intensity channels.) There is a theoretical and practical upper limit on the gain in ENL from multi-channel filtering, hence the rest must come from spatial filtering. In principle the the biggest possible window is determined by the scale of the ‘objects of interest’ in the scene . However, imperfections in the spatial adaptivity make it safer not to make the windows bigger than necessary, if resolution is to be preserved. It remains to be seen what the required ENL is (output of WP 5020), hence at this point we cannot define the necessary window sizes. What is certainly true is that to set off on a classification procedure without first carrying out the suggested analysis of the appropriate filtering is likely to lead to erroneous conclusions on what is possible.





Notice that different parameters may require different levels of averaging in any classification scheme. For example, the necessary number of independent samples for coherence may prove significantly different from the number needed for ERS and JERS intensity data. Again, this should emerge from the data analysis.
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