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There are two objectives when defining classification methods for SIBERIA.

I. Site dependent classification:

The first objective is familiar to the remote sensing community: given a dataset over a testsite, what is the maximum number of relevant classes one can discriminate , and what is the classification methods to provide the highest accuracy. This objective has been pursued by the team when we first obtained the dataset over Ust-Illimsk. The work continued over other frames with available  forest database. The methods and results obtained over selected scenes can be:

· delivered to Satellus for mapping, if the results are "outstanding". Those specific maps will complete the wall-to-wall mapping, the latter with a small number of classes. For doing this, particular care must be taken for harmonisation across scenes of the label and colour of classes,

· used for publications, if the number of classes and accuracy are high  and if we explain the conditions of obtaining these outstanding results (best coherence possible, seasons, environment, geocorrection methods…). This is for recommendations for future (if we will still have the tandem). 

II. Large scale classification:

The second objective is to select the classification algorithms to be applied on the 113 (?) frames of Siberia, many of them are not associated with the forest database. The algorithms must satisfy the following criteria:

· The software is operational by the end of March for mass exploitation by Satellus,

· The operations would  require a minimum of interpretation from Satellus,

· The algorithms must be adapted to different situations encountered: GTC or GEC, lack of JERS, low ERS coherence, moderate relief, different number of classes, e.g. with or without water, with or without urban, bogs….

The site dependent methods (first objective) are rather conventional. In the following, I will make scenarios for the large-scale mapping methods. 

There are 3 possible approaches: supervised, unsupervised, and mixed.

1. Supervised : 

The aim is to classify a scene according to our knowledge about: the number of classes, the label of classes, and the statistics of their radar measurements (ERS cohérence, JERS, ERS intensity). The decision rules could be based on, from simple thresholding, to various distances (e.g.Euclidian, Mahalanobis…) in standard classification methods ( e.g; Maximum Likelihood).

The key questions will be which statistics used for decision rules for the scenes (frames) with no associated  forest database. 

The data should be prepared (e.g. filtered , and distributions of homogeneous classes known-e.g.verfified to be Gaussian for Maximum Likelihood Classification etc....), and the  software available (e.g. MLC followed by ICP..).

The following schemes would be enumerated:

1.1. Supervised methods using standard classification software and training samples selected by the operators, scene by scene. 

Conditions: the images should be interpretable by operators for the main classes to be retained. At present we think that classes such as : water, urban, forest, open (including young, burnt forest and bogs, agriculture, grassland) could be easy to interprete. The results will be a kind of forest/ non forest map for all the frames.

1.2. Supervised methods  using available standard software with statistics provided by the synthesis of database.

The number, label of classes and their radar statistics are provided to operators by the team, from the  analysis and the synthesis of database.

Comments: If we provide the list of all the classes found in the analysis, together with a synthesis of their distribution in different radar data (ERS, JERS, Coh) over all the forest databases, the confusion will be tremendous. The analysis of histograms informs us that while decisions based on ERS and JERS are rather stable across scenes, statistics over coherence change as a function of factors such as time, baseline, weather conditions. To merge all the coherence data together will lead to larger confusions, and uncertainties. 

There are  possibilities to reduce the confusion by considering categories of scenes/frames for which the same coherence statistics could be applied:

1.2.1. To separate categories with the same weather conditions: 

We have seen that when the intensity of the  ERS  tandem pair differs of more than 2 dB, there is a lost of coherence. The scenes could be discarded, because the key information (coherence) will be missing. When the difference is less than 1 dB, the tandem is in the best condition, and coherence of different classes could be comparable between scenes.  Between 1 and 2 dB in tandem difference, the coherence is lower, but still useful. (DG can talk about). We may regroup them in 2 categories. The approach will consist of first testing the difference in dB of the two E1 and E2 of the pair, and apply the decision rule on the coherence based on statistics derived from the 2 categories.

For frames containing more than one category, due to local weather, a software (quadtree?) has to be developed to segment the regions . For the time being, we may identify those complicated frames by looking at the E1 and E2 colour composites and make a decision for discarding them. 

For frames more uniform (in tandem difference), the test could be done, and statistics provided for 2 categories. 

1.2.2. To apply the same statistics on coherence over the same transect:

We have seen than different frames of the same ERS transect have -in general, except local weather conditions-similar coherence statistics. It could be possible to apply the statistics of training samples derived using forest database situated in the transect

1.3. Supervised methods to be developed based on our knowlege of the database statistics

This is the kind of classification scheme we talked about in Kiruna (fig.1). 

The principle is to use our knowlege about the class distributions to optimise the separation.
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Figure 1: A suggested supervised classification approach based on interpretation and statistical analysis of the database.

a) Using ERS tandem intensity : We found that the two ERS intensities will not give more information in the classification than JERS and coherence. Instead more confusion could be found (e.g. water can be low or higher, depending on the wind, fields could be low or high, depending on the soil roughness-in September or October.. ). Change in tandem intensity will be used for detecting rain and frost, and for making decisions in discarding such scenes (i.e. >2 dB); also marginally for enhanced discrimination of open areas (fields, bogs) from forest.

b) Using JERS intensity together with ERS intensity change September 97/ May 98: Discrimination of :

· water (the decision could be based on JERS alone:low intensity at L band for the range of surface roughness found on inland water), 

· urban (high intensity JERS, no change in 97/98 intensity )

· forest

· open areas: fields, bogs (low JERS intensity,  temporal change > 0dB)

· fields  and bogs could be discriminated in particular cases,

- high biomass and low biomass bogs in very marginal cases

      c) Using tandem coherence (and JERS ?) to discriminate forest "classes". We have enumerated here the dreamed number of classes: burnt, clearcut, regrowth, forest 1 (low biomass), forest 2 (medium biomass), forest 3 (high biomass). The reality is that if the coherence distributions of these classes could be slightly different (in specific scenes), they all overlap. The histograms tell us that in general we could have 2 classes (low biomass: clearcut, burnt, regrowth, and higher biomass), or in exceptional cases, 3 classes (very low, low and higher.). 

In short, we are not able to make a map with 12 classes for SIBERIA. There is a contest to be organised: if we work hard to select a small subscene with the best data set, we may end up with a high number of classes (7, 8, 9?). The winner will be the one who obtains the largest number of classes with acceptable (?) accuracy (in any case, we cannot beat the Michigan team!)

More realistically, the following picture could be what we will best get (fig 2)
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Fig 2. Classification scheme with regrouped classes
What needs to be done for the this approach 1.3 ?

· to decide about the decision rules or criteria for assigning a class to values of coherence, JERS, tandem change etc… For stable class we can use known distributions (e.g; mean, standard deviation of Gaussian distributions) or simple thresholds, when applicable. Example:

Water: JERS intensity <13 dB

Urban: JERS > -2 dB

Forest: JERS intensity distribution, centred on  -6 dB, standard deviation +/-1 dB


      ERS 97/98 temporal change <1 dB

Open areas (fields, bogs, clearcut): 

JERS distribution, centred on -7.5 dB +/-1.5 dB

ERS 97/98 temporal change >1 dB

· To decide about the segmentation of coherence values, which are unstable, i.e. change from one scene to the next.  This could be done, arbitrarily, by segmenting the range of coherence values of forest related to the scene (ex: from 0.23 to 0.42) in 2 or 3 or 4 classes. The problem will be the meaning of the classes and the comparability of classes across scenes. A relevant approach is to invert the statistical relationships between coherence and volume classes, e.g. established by WW for all the database. The number of classes could be very reduced , 1 or 2, given the large uncertainties of the relationships. An improved version of the latter will be to sort the scenes into categories we talked about in 1.2.1 and 1.2.2, and to invert the relationships established for each category.

· To write the software and test it.

· To assess the need to apply ICP, after the classification 

2. Unsupervised

The approach consists in letting to the algorithms to regroup data in several clusters, then to give label to the clusters, using our knowledge of the physics associated to the data.

The advantage is that the software is operational. The difficulty is to find the same number and label of classes across scenes.

This phase is actively being looked at by the team. We are waiting for more classification results by SCEOS to learn about the performance of the method using ISODATA. Today, SCEOS and CESBIO have discussed about the following

· The type of data to be classified need to be revised. Ex: ERS intensity at each of the dates may not provide more useful information compared to the rest, on the contrary, more confusion could be observed. From ERS intensity, maybe temporal change could be more useful.

· It is more efficient if we could  take out classes  which present a marginal or small number of pixels, and whose values (JERS, coherence..) are quite separated from the rest, in one of the channels. This is to prevent clusters which are enlarged "artificially".

More information can hopefully be given to the team by SCEOS and CESBIO in the next meeting in 3 days.

3. Mixed

We are looking at a mixed approach with supervised scheme for stable classes, and unsupervised for unstable classes. If we take fig. 2 , we have to classify supervisedly water, urban, open anf forest. Then apply unsupervised methods to forest pixels (the rest is masked).

The label will be obtained by revealing the coherence histogram of class 1, class 2, class 3. Low biomass: highest coherence, medium biomass: medium coherence, high biomass: lowest coherence.
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