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1. Aim:

To compare different "beta" classification algorithms to enable the methodology team to make an informed choice based on classification accuracy for a given number and definition of classes.

This is a basis for discussion at the next teleconference.

2. Methods:

Ground data polygons of total growing stock (TUR1H) from IIASA were rasterised and their boundaries eroded by one pixel. A crosstabulation of pixel counts was carried out for five test sites.

To include water and smooth fields in this pixel-based accuracy assessment, additional areas in the images have been defined visually.

The weighted kappa coefficient (see powerpoint presentation at Monks Wood meeting) was calculated based on this crosstabulation. Kappas were calculated for a table including all 6 classes and a second reduced table with only the 4 forest classes.

Test sites are Ulkanskii (32657_2493), Chunsky A (32543_2439), Bolshemurtinskii (32400_2457), Nishne-Udinski (32414_2493) and Primorskii (32600_2475).

2.1. Classification algorithms:

Detailed descriptions of the algorithms will soon be available as a separate working note. All algorithms use the same class definitions:

Class:
Description:

0


Masked region (topography etc.)

1


Water

2


Smooth open areas

3


Rough open areas/very low biomass (i.e. < 20 m3/ha)


4


20-50 m3/ha

5


50-80 m3/ha

6


  >80 m3/ha

Results

Full confusion matrices are available as EXCEL and text files.

2.2. Accuracy

Figure 1 and Table 1 show that for all 6 classes CESBIO performs better if large water bodies are present (particularly Ulkanskii where Lake Baikal was partly frozen at the time of the JERS-1 acquisition). The standard variation between the 5 sites (Table 1) is an important criterion to assess variability between frames. CESBIO and CESBIOICP clearcly have a much lower variation of kappa between the five sites.

Particularly the forest classification accuracy at Primorskii (Figure 1 bottom) seems to separate the quality of the classification algorithms.

The ideal algorithm is expected to have high accuracy at each site, a high mean kappa coefficient over all five sites and a low standard deviation between the sites (indicating stability between different frames). To facilitate the numerical comparison of these criteria, Table 2 shows a ranked order of the values in Table 1. Kappa and the mean kappa are ranked from 1 (lowest) to 8 (highest) and the standard deviation is ranked from 1 (highest) to 8 (lowest). The mean ranks over all sites is an indicator of the quality of the classification algorithm (last column in Table 2). CESBIOICP and CESBIO clearly perform best. CESBIOICP improves the ranks in every case compared to CESBIO.

There is strong evidence that CESBIOICP is the most accurate algorithm examined here, and is most stable between frames.
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Figure 1: Overview of weighted kappa for the test sites and different algorithms.

Table 1: Overview of weighted kappa for the test sites and different algorithms.

all 6 classes









Bolshe
Nishne
Chunski
Prim
Ulkan



Algorithm
32400
32414
32543
32600
32657
mean
stddev

UWS
0.547
0.915
0.694
0.925
0.343
0.6846
0.2482

DLR
0.592
0.911
0.658
0.929
0.349
0.6876
0.2413

NERC
0.700
0.846
0.736
0.910
0.348
0.7079
0.2183

CESBIO
0.767
0.844
0.773
0.966
0.832
0.8364
0.0799

CESBIOICP
0.789
0.855
0.788
0.967
0.852
0.8500
0.0729

CESBIOICPsmall
0.987
0.829
0.835
0.953
0.409
0.8026
0.2309

SCEOS4

0.838
0.755
0.951
0.396
0.7352
0.2398

SCEOS5

0.851
0.739
0.941
0.390
0.7301
0.2414

HYBRID
0.547
0.914
0.690
0.977
0.823
0.7902
0.1736










4 forest classes









Bolshe
Nishne
Chunski
Prim
Ulkan



Algorithm
32400
32414
32543
32600
32657
mean
stddev

UWS
0.467
0.896
0.687
0.666
0.315
0.6061
0.2227

DLR
0.516
0.891
0.655
0.666
0.374
0.6204
0.1923

NERC
0.653
0.455
0.718
0.185
0.056
0.4134
0.2881

CESBIO
0.733
0.818
0.766
0.547
0.401
0.6531
0.1741

CESBIOICP
0.758
0.826
0.784
0.562
0.416
0.6692
0.1741

CESBIOICPsmall

0.829
0.834
0.473
0.416
0.6380
0.2247

SCEOS4

0.838
0.753
0.468
0.403
0.6155
0.2126

SCEOS5

0.851
0.738
0.474
0.400
0.6157
0.2136

HYBRID
0.467
0.896
0.687
0.666
0.315
0.6062
0.2226

Table 2: Ranked results of the accuracy assessments and mean ranks for each algorithm.

 
Bolshe
Nishne
Chunski
Prim
Ulkan




Algorithm
32400
32414
32543
32600
32657
mean
stddev
mean ranks

UWS
1
9
3
2
1
1
1
2.6

DLR
3
7
1
3
3
2
3
3.1

NERC
4
4
4
1
2
3
6
3.4

CESBIO
5
3
7
7
8
8
8
6.6

CESBIOICP
6
6
8
8
9
9
9
7.9

CESBIOICPsmall
7
1
9
6
6
7
5
5.9

SCEOS4

2
6
5
5
5
4
4.5

SCEOS5

5
5
4
4
4
2
4.0

HYBRID
1
8
2
9
7
6
7
5.7












Bolshe
Nishne
Chunski
Prim
Ulkan




Algorithm
32400
32414
32543
32600
32657
mean
stddev
mean ranks

UWS
1
8
3
7
2
2
3
3.7

DLR
3
7
1
8
4
6
7
5.1

NERC
4
1
4
1
1
1
1
1.9

CESBIO
5
2
7
5
6
8
8
5.9

CESBIOICP
6
3
8
6
8
9
9
7.0

CESBIOICPsmall

4
9
3
8
7
2
5.5

SCEOS4

5
6
2
7
4
6
5.0

SCEOS5

6
5
4
5
5
5
5.0

HYBRID
1
9
2
9
3
3
4
4.4

3. Conclusions

To be discussed at the next telecon.
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